***%MEMORE***

***Syntax Structure***

**%MEMORE (data=filename, Y = depA depB**

**[,M = med1A med1B [med2A med2B...]]**

**[,W = mod1 [mod2...]]**

**[,MODEL = {mod}{1\*\*}]**

**[,MC = {mc}{0\*\*}]**

**[,BC = {bc}(0\*\*)]**

**[,NORMAL = {n}(0\*\*)]**

**[,CONF = {c}{95\*\*}]**

**[,SAMPLES = {sm}(5000\*\*)]**

**[,CONTRAST = {cn}(0\*\*)]**

**[,SAVE = filename]**

**[,SEED = {sd}{0\*\*}]**

**[,SERIAL = {s}{0\*\*}]**

**[,XMINT = {xm}{1\*\*}]**

**[,DECIMALS = {dc}{10.4\*\*}]**

**[,JN = {jn}{0\*\*}]**

**[,QUANTILE = {q}{0\*\*}]**

**[,PLOT = {p}{0\*\*}]**

**[,CENTER = {ce}{0\*\*}**

**[,WMODVAL1 = {mm1}]**

**[,WMODVAL2 = {mm2}]**

**[,WMODVAL3 = {mm3}]);**

Subcommands in brackets are optional

M subcommand is required for Model 1 (default)

W subcommand is required for Models 2 and 3

\*\* Default if subcommand is omitted

***Overview***

MEMORE (pronounced like “memory”) is a macro for estimating mediation and moderation models in two-condition repeated measures designs.

Model 1 estimates the total, direct, and indirect effects of *X* on *Y* through one or more mediators *M* in the two-condition or two-occasion within-subjects/repeated measures design. *X* is not a variable in the data, rather what differentiates the two instances or occasions. In a path-analytic form using OLS regression as illustrated in Montoya and Hayes (2017), it implements the method described by Judd, Kenny, and McClelland (2001) for single mediators while extending it as described in Montoya and Hayes (in press) to multiple mediators operating in parallel or serial. Along with an estimate of the indirect effect(s), MEMORE generates confidence intervals for inference about the indirect effect(s) using bootstrapping, Monte Carlo, or normal theory approaches. MEMORE also provides an option that conducts pairwise contrasts between specific indirect effects in models with multiple mediators.

Models 2 and 3 estimate regression coefficients and conditional effects of *X* on *Y* when this relationship is moderated by at least one between-person variable, *W*, in two-condition or two-occasion within-subjects/repeated measures designs. A between-person variable is one which is not measured repeatedly, and is assumed to be constant across the measurement instances (e.g., height). *X* is not a variable in the data, rather what differentiates the two instances or occasions. MEMORE implements the methods described in Judd, McClelland, and Smith (1996) and Judd, Kenny, and McClelland (2001) for single moderator models. MEMORE includes generalizations of these methods to multiple moderator models as described in Montoya (*in press*). Multiple moderator models include additive moderation, where the effect of *X* on *Y* is a linear function of each of the moderators *W*1…*W*k (Model 2), and multiplicative moderation, where the effect of *X* on *Y* is a multiplicative function of each of the moderators *W*1…*W*k (Model 3). Along with estimates of all regression coefficients, MEMORE probes the interaction in both directions (the effect of *X* on *Y* conditional on *W* and the effect of *W* on *Y* conditional on *X*), provides results of the Johnson-Neyman procedure, and tables useful for plotting conditional effects.

***Preparation for Use***

The MEMORE.sas file should be opened as a program file in SAS. Once it has been opened, execute the entire file exactly as is. Do not modify the code at all. Once the program is executed, the MEMORE.sas program can be closed. Access to the MEMORE command is available after activation until quitting SAS. The MEMORE.sas file must be loaded and re-executed each time SAS is opened.

***Model Specification***

Unlike in between-subjects mediation or moderation analysis, the data file for a within-subjects mediation analysis generally does not contain a column coding the *X* variable. As a result, there is no specification of the *X* variable in the MEMORE code. Rather, the *X* variable is represented in the data by two repeated measurements of the mediator(s) and dependent variable in the data file in the case of mediation and repeated measurements of the dependent variable in the case of moderation. It is the repeated measurements that appear in the MEMORE code. Moderators for models 2 and 3 are between-subjects variables and should not have repeated-measurements.

**Mediation Example:** For instance, *X* might be a manipulation of content in a stimulus, with each participant in the study receiving stimulus version A and stimulus version B. Each participant’s measurement of the mediator and outcome is collected following exposure to each of the two stimuli. If the data were stored in a SAS data file named “study,” the mediator measurements are variables med1A and med1B following exposure to stimulus A and B, respectively, and the dependent variables measurements are variables depA and depB following exposure to stimulus A and B, then

**%MEMORE (data=study,Y=depA depB,M=med1A med1B,model=1);**

estimates the direct and total effects of independent variable *X* (the content manipulation) on dependent variable *Y* as well as the indirect effect of *X* on *Y* through mediator *M* and produces a bootstrap confidence interval for the indirect effect based on 5,000 bootstrap samples.

Various options are available in MEMORE to control the confidence level, number of samples used for inference, pairwise comparisons between specific indirect effects, and so forth. For example,

**%MEMORE (data=study,Y=depA depB,M=med1A med1B,conf=99,mc=1, samples=10000, save=est);**

estimates the effects of *X*, produces 99 percent confidence intervals for all model estimates (**conf=99**), generates a Monte Carlo confidence interval (**mc=1**)for the indirect effect based on 10,000 samples (**samples=10000**), and saves the Monte Carlo estimates to a data file named “est” (**save=est**).

MEMORE constructs the difference between the two mediator measurements and the difference between the two dependent variable measurements, and these are modeled in accordance with the procedure described in Montoya and Hayes (2017) and Judd et al. (2001). MEMORE constructs the difference score as *M*A – *M*B and *Y*A – *Y*B, where *M*A and *M*B are the mediator measurements following M= and *Y*A and *Y*B are the dependent variable measurements following Y=. The order these are listed in following M= and Y= matters for the sake of the construction of the difference, and the order must be consistent between the M= and Y= lists. For instance, if the dependent variable in condition A is listed first following Y=, then the mediator in condition A should also be listed first following M=. The top of the output will denote how the difference scores were constructed based on the MEMORE code submitted. Check this section of the output for consistency with your intentions before interpreting the results.

**Moderator Example:** *X* might be a manipulation of content in a stimulus, with each participant in the study receiving stimulus version A and stimulus version B. Each participant’s measurement of the outcome is collected following exposure to each of the two stimuli. Additionally, a single measurement of the moderator of interest will be collected. If in the data the moderator measurements is the variable mod and the dependent variables measurements are variables depA and depB following exposure to stimulus A and B, then

**%MEMORE (data=study,Y=depA depB,W=mod1,model=2);**

estimates allow the effect of *X* to vary linearly by *W* and estimate the effect of *X* and *W* on *Y*. MEMORE provides regression coefficient estimates, standard errors, and test statistics. Additionally, MEMORE provides a variety of tables which probe the effect of *X* on *Y* and the effect of *W* on *Y*.

Some of the options which are available in MEMORE for mediation are also available in moderation. For example, controlling the confidence level and the number of decimal places printed. Additional, options for moderation allow the user to decide what values will be probed, if the moderator should be centered before analysis, and if syntax for a plot should be printed. For example,

**MEMORE (data=study,Y=depA depB,W=mod1,conf=99,wmodval1=5,quantile=1,plot=1, center=1);**

estimates the effects of *X* and *M* on *Y*, produces 99 percent confidence intervals for all model estimates (**conf=99**), conducts all analyses using a mean centered *W* (**center=1**), probes the effect of *X* on *Y* at *W* = 5 (**wmodval1=5**), probes the effect of *X* on *Y* at the 10th, 25th, 50th, 75th, and 90th quantiles of the observed distribution of *W* (**quantile=1**), and prints syntax for making plots of conditional effects (**plot=1**).

MEMORE constructs the difference between the outcome measurements and models this difference in accordance with the procedure described in Judd et al. (1996, 2001). MEMORE constructs the difference score *Y*A – *Y*B, where *Y*A and *Y*B are the dependent variable measurements following Y=. The order these are listed in following Y= matters for the sake of the construction of the difference. The top of the output will denote how the difference score was constructed based on the MEMORE code submitted. Check this section of the output for consistency with your intentions before interpreting the results.

***Multiple Mediators***

MEMORE can estimate specific indirect effects of *X* on *Y* in models with up to ten mediators operating in parallel, or five in serial, as well as the total indirect effect of *X* on *Y* aggregated across all mediators. As mediators must come in pairs of measurements, in a model with *k* parallel mediators, there should be 2*k* variables provided in the M= list. The pairs should come in sequence of the mediators, with the occasion of measurement within each pair also preserved across pairs in the M= list. For instance, suppose three mediators *M*1, *M*2, and *M*3 were each measured following stimulus A and stimulus B. In that case the MEMORE command for a parallel multiple mediator model would be

**%MEMORE (data=study,Y=depA depB/M=med1A med1B med2A med2B med3A med3B);**

where depA and depB are the measurement of the dependent variable following stimulus A and B, med1A and med1B are the measurements of mediator 1 following stimulus A and B, med2A and med2B are the measurements of mediator 2 following stimulus A and B, and med3A and med3B are the measurements of mediator 3 following stimulus A and B. Check the top of the output carefully to make sure MEMORE is constructing the difference scores as expected given the order in which the variables in M= are listed.

For a discussion of the parallel multiple mediator model, see Montoya and Hayes (2017), Preacher and Hayes (2008), or Hayes (2018, Chapter 5).

For the serial mediator model, the order of the pairs (MEMORE allows up to five pairs for a serial model) in the M= list dictates the presumed direction of causal flow. The serial mediation model is specified by setting the s argument in the serial option to 1 (i.e., serial=1) in the MEMORE command. Thus, the MEMORE command below estimates a serial multiple mediator model with mediator 1 **(**med1A and med1B) causally prior to mediator 2 (med2A and med2B):

**%MEMORE (data=study,Y=depA depB/M=med1A med1B med2A med2B/serial=1);**

In the parallel and serial multiple mediator models, all direct and indirect effects are freely estimated. It is not possible to constrain a direct effect to zero using MEMORE.

***Multiple Moderators***

MEMORE can allow the effect of *X* on *Y* to depend on up to five moderators. The effect of *X* on *Y* can be either a linear function of all the moderators (Model 2) or a multiplicative function of all of the moderators (Model 3). For instance, suppose there were two moderators *M*1 and *M*2, the MEMORE command for an additive moderator model would be

**%MEMORE (data=study,Y=depA depB,M=mod1 mod2,model=2);**

where **depA** and **depB** are the measurement of the dependent variable following stimulus A and B, mod1 is the measurement of moderator 1, and mod2 is the measurement of moderator 2. In this case, the model of the difference of the dependent variables would only include mod1 and mod2. If however, we had specified model = 3 instead, then the product of mod1 and mod2 would also be included in the model of the differences in the outcome variables.

***Inference for Indirect Effects***

By default, MEMORE generates percentile bootstrap confidence intervals for inference about the indirect effect based on 5,000 bootstrap samples. Bias corrected bootstrap and Monte Carlo confidence intervals are also available. To generate a Monte Carlo confidence interval instead of a bootstrap confidence interval, use the MC option, setting its argument to 1 (i.e., MC=1). To generate a bias corrected bootstrap confidence interval, use the BC option, setting its argument to 1 (i.e., BC=1). The lower and upper bounds of bootstrap confidence intervals are listed in the output under BootLLCI and BootULCI, respectively, whereas Monte Carlo confidence interval estimates are denoted MCLCCI and MCULCI.

In a single run of MEMORE, a confidence interval is generated using only one method. The Monte Carlo confidence interval takes precedence when both the bias corrected confidence interval and Monte Carlo method are specified in a MEMORE command.

The standard error of the indirect effect is not required for confidence interval construction for the indirect effect when using bootstrapping or Monte Carlo methods. However, MEMORE does produce an estimate of the standard error of the indirect effect. This standard error is the standard deviation of the distribution of the bootstrap or Monte Carlo estimates. It appears in the output as BootSE (when using bootstrapping) or MCSE (when using the Monte Carlo method).

The NORMAL option generates a test of significance for the indirect effect using the Sobel test (Sobel, 1982). The Sobel test assumes that the sampling distribution of the indirect effect is normal, an assumption which has been shown to be inaccurate. To produce the Sobel test, set the n argument in the NORMAL option to 1 (i.e., NORMAL = 1). By default, MEMORE does not produce this test in the output.

***Confidence Interval Width***

The c argument in the CONF option specifies the desired confidence for confidence interval-based inference. The default is 95%. Confidence can be specified anywhere between 50 and 99.99% (e.g., CONF=99 generates 99% confidence intervals). Note that the closer the confidence level requested gets to one, the more bootstrap or Monte Carlo samples are required in order to generate trustworthy confidence intervals for inference about indirect effects. If the number of bootstrap or Monte Carlo samples requested is too small to construct a confidence interval of the desired confidence, the program will not run and an error will appear in the “Analysis Notes and Warnings” section of the output.

***Number of Samples for Bootstrap and Monte Carlo Inference***

The SAMPLES option sets the number of samples used in the generation of bootstrap or Monte Carlo confidence intervals for inference about indirect effects. The sm argument defaults to 5000 and can be set to any integer between 1000 and infinity. Any number less than 1000, except zero, is ignored, and the default is implemented. If zero is specified, MEMORE generates a Monte Carlo confidence interval for indirect effects based on 5000 samples.

***Covariates***

There are no options available in MEMORE for the inclusion of covariates in the model. When a covariate unaffected by measurement instance (such as gender or some other stable individual difference) and it is assumed that the covariate’s effect on each outcome and mediator variable is the same, then the effect of the covariate on mediator and covariate differences becomes ignorable and thus the covariate can be excluded from the model (see Montoya, *in press*). If a covariates effect differs across measurement instances, it should be included as a moderator.

***Pairwise Contrasts Between Specific Indirect Effects***

In models with more than one mediator, setting the cn argument in the CONTRAST option to one (i.e., CONTRAST=1) generates pairwise contrasts between all specific indirect effects, including bootstrap or Monte Carlo confidence intervals for inference. Each contrast corresponds to a test of the difference between two specific indirect effects. When there are only two repeated mediator variables in the model, the contrast between specific indirect effects is listed in the output as (C1). With *k* repeated mediators, the 0.5*k*(*k* – 1) possible pairwise contrasts are listed as (C1), (C2), (C3), and so forth, and a key for interpreting which code corresponds to which contrast is provided. There are no corrections for multiple comparisons included in the computation of confidence intervals for these contrasts. To make adjustments change the conf argument to correspond with the level of confidence desired for each contrast.

***Saving Bootstrap and Monte Carlo estimates***

The SAVE subcommand generates a temporary SAS work data file containing regression coefficients produced through bootstrap or Monte Carlo sampling. When bootstrapping, all model regression coefficients are saved. When using the Monte Carlo method, only the model coefficients that define the indirect effect(s) are saved. This file can be used for visualizing sampling distributions or the construction of custom hypothesis tests involving functions of regression coefficients. By default, this file is not created. To activate this option, specify SAVE=name in the MEMORE command, where name is a valid SAS data file name. The file is not permanently saved to a storage device, so this file should be saved for future use if desired. Subsequent runs of MEMORE without first permanently saving the file produced by a prior run will erase the old file in favor of the new file.

***Removing X-M interaction***

As described in Montoya & Hayes (2017) for mediation models, MEMORE automatically allows the relationship between *M* and *Y* to vary across instances. Setting the xm argument in the xmint option to zero (i.e., xmint = 0) fixes the estimated relationship between *M* and *Y* to be equal across instances, and the model output no longer includes terms which involve the average of the repeated measurements of the mediator.

***Seeding the Random Number Generator***

Bootstrap and Monte Carlo confidence intervals require random resampling of the data or from theoretical distributions and thus will differ from run to run of MEMORE even when the data and model are the same. The SEED option can be used to seed the random number generator, thereby allowing for the replication of the output from run to run when analyzing the same data. By default MEMORE sets the seed randomly. The sd argument in the SEED command can be set to any positive integer that is less than or equal to 2,000,000. When this option is used, the random number seed specified is printed in the output for later reference.

***Decimal Precision in Output***

Output precision, in the form of number of decimal places of resolution, can be set with the dc argument in the DECIMALS command. The default for dc is 10.4, meaning 10 characters and four points to the right of the decimals place. Changing this to, for example, 8.2 will allocate eight characters with two to the right of the decimal point. See the *SAS Syntax Reference Manual* for additional format options.

***Johnson-Neyman Procedure***

For moderation models with a continuous moderator, the Johnson-Neyman procedure will find the points along the observed range of the moderator (if they exist) for which the effect of *X* on *Y* is exactly statistically significant, based on a *α* = 1-c/100 level test. By setting the jn argument in the JN command to 1, the Johnson-Neyman procedure will be implemented and the points of interested printed along with a table of conditional effects which are useful for interpreting the Johnson-Neyman solutions.

***Probing Conditional Effects***

For moderation models, the default is o probe the effect of *X* on *Y* at three values of the moderator: the mean minus one standard deviation, the mean, and the mean plus one standard deviation. When the q argument in the QUANTILE command is set to 1 (i.e. quantile = 1), the probed values will instead be the 10th, 25th, 50th, 75th, and 90th quantile of the observed distribution of *W*.

The three WMODVAL commands can be used to specify specific sets of values of the moderators to probe at. The arguments for these commands must be numeric, and if there are multiple moderators, each number should be separated by spaces. The arguments for the WMODVAL commands should be the same length as the list of *W* variables. For example if the model has two moderators, then each of the WMODVAL arguments should be two numbers (the first number specifies a value for the first moderator, and the second number specifies a value for the second moderator).

**%MEMORE (data=study,Y=depA depB,W=mod1 mod2,model=2,wmodval1=3 1, wmodval2=2.3 4);**

MEMORE will output the conditional effect of *X* on *Y* when mod1=3 and mod2 = 1 as well as the conditional effect of *X* on *Y* when mod1 = 2.3 and mod2 = 1. MEMORE will check each of the subsequent WMODVAL commands. If there is no point specified for WMODVAL1 then any information input in WMODVAL2 will not be used. The first point of interest for probing should be specified as WMODVAL1 and the second point should be specified as MMODVAL2 etc. A maximum of three WMODVAL arguments can be used.

***Plot of Conditional Effects***

When the p argument of the PLOT command is set to 1 (i.e. plot = 1), MEMORE will print a table of values which may be used for plotting the conditional effects of ‘*X*’ on the outcome at different values of the moderator. The table includes information to create three different plots. Each plot would have the moderator *W* on the *X* axis, and the fitted values of either the difference between the outcomes, the outcome in condition 1, or the outcome in condition 2.

***Centering Moderator Variables***

When the ce argument of the CENTER command is set to 1 (i.e., center = 1), MEMORE will mean center all moderator variables before conducting the regression analyses. Additionally, all conditional effects will be estimated using the new mean-centered moderators, and the Johnson-Neyman procedure will be conducted on the mean centered version of the moderators. The center argument will is not used for mediation models.

***Notes***

* A case will be deleted from the analysis if missing on any of the variables in the model.
* All variable names must be 8 characters or fewer in length.
* Exactly two variables containing measurements of *Y* must be listed following Y=.
* For model 1, mediator measurements must be listed in sets of 2. Listing an odd number of variables in the M= list will produce an error.
* Do not use STRING formatted variables in any of your models. Doing so will produce errors. All variables should be in NUMERIC format.
* A data file must be specified in the MEMORE command following data=.
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